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Abstract—Rice is widely cultivated economical crop in the world. During cultivation the earliest and accurate diagnosis of the rice plant diseases able to reduce the damage, resulting environment protection and better return. In the work, an automated system has been developed to classify the leaf brown spot and the leaf blast diseases of rice plant based on the morphological changes of the plants caused by the diseases. Radial distribution of the hue from the center to the boundary of the spot images has been used as features to classify the diseases by Bayes’ and SVM Classifier. The system has been validated using 1000 test spot images of infected rice leaves collected from the field, gives 79.5% and 68.1% accuracies for Bayes’ and SVM Classifier system respectively.
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I. INTRODUCTION

Rice (Oryzae Sativa) is considered as the main crop in the east India and believed to be the second central crop after wheat, in the world. Rice blast caused by the fungus Priccularia Grisea [1] - [3] one of the major rice diseases occur in most of the rice growing regions in the world. It causes severe problem, especially in the areas where the resistant varieties are not available and the environment condition is favorable towards out brake of the disease. The damages caused by the Blast, depend on the degree of severity of the disease. Another important rice disease Leaf brown spot caused by the fungus Bypolaris Oryza [1], [2], [4] is visible throughout the growing season. Brown spots generally become severe when rice is grown on silicon-deficient soils.

New trends of research in agriculture aim towards the development of the disease resistant variant of seed using gene technology, which increase productivity and food quality at reduced expenditure [4]. With the advancement of information technology, remote sensing techniques have been used in the field of crop management described in [5] – [7]. A relation among the ground disease index and remote sensing data is established in [8] to classify the diseases. Very recently, image processing techniques are applied to detect the rice diseases automatically [9]. In the paper, an automated system has been designed using image processing and pattern recognition techniques to distinguish the leaf blast and the brown spot diseases based on the morphological changes caused by the diseases. The accuracy of the proposed system is compared with the existing classifier, which shows comparable results.

The paper, is organized in four Section II describes the process of image acquisition and feature extraction. Section III describes the classification process. Section IV represents results and discussion and the paper is concluded in section V.

II. IMAGE ACQUISITION AND FEATURES EXTRACTION

The images are collected from different parts of East Midnapur, a major rice producing district of South Bengal, India and the features for classification of the rice leaf diseases has been extracted through execution of the following steps:-

a) Acquire the images of the rice leaf of infected diseased plants from the field.

b) Preprocess the images to remove noise from the infected portion of the leaf image.

c) For a diseased leaf, execute steps (d), (e)

d) Extract the infected portion of the image by segmentation.

e) Compute radial hue distribution vectors of the segmented regions, which are used as feature vectors.

A. Image Acquisition

The images are grabbed using Nikon COOLPIX P4 digital camera in macro mode. The samples of the leaves affected by Diseases (blast, brown spot) and the uninfected rice leaves are shown in Fig 1.
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Fig. 1. Acquired rice (oryzae sativa) leaf images (a) Uninfected rice leaf (b) Rice leaf infected by blast(priccularia grisen) (c) Rice leaf infected by brown spot (bypolaris oryza)

B. Preprocessing

The automated system first classifies the acquired image either as an uninfected or a diseased leaf. For an uninfected leaf the distribution of color is nearly uniform while for the diseased leaf the distribution is not uniform because the pixel values of the diseased leaves varies widely and differs from the normal intensity value of pixels. In order to distinguish between the uninfected and diseased leaves, the aim of the
preprocessing step is to reduce the difference among the intensity value of pixels of the uninfected image while increase the difference among the pixels of the diseased image. The processed gray image has been obtained using (1)

\[ MG = 2 \times (G - (0.75 \times R - 0.25 \times B)) \]  

where, R, G and B are Red, Green and Blue plane respectively in the RGB color image. The processed images are shown in Fig. 2.

The quality of the image is enhanced further applying the mean filtering technique [10] and the resultant images are shown in Fig. 3.

The morphological changes caused by the diseases are studied extensively and it has been observed that the brown spots are oval shaped while the blast spots are elliptical shaped. The shapes are distorted with the severity of the disease. The spots have different color at the center and the boundary. Radial distribution of the hue from the center towards the boundary of the spot has been considered as feature to distinguish the spots since the color of the spots vary from center towards the boundary. Hue represents the true color and the hue distribution values are stored in vectors, denoted as \( H = \{ h_1, h_2, \ldots, h_8 \} \), where \( h_i \) is the vector containing the hue value of the spots corresponding to the line number shown in Fig. 5.

### III. CLASSIFICATION

Following two different phases of classification is performed.

- Classification of uninfected and diseased leaf
- Classification between diseased leaf

#### A. Classification of Uninfected and Diseased Leaf

Histogram represents the probability of occurrences of different gray levels in the image. The high probability of a particular gray level corresponds to a peak in the histogram. For an uninfected image, the probability of a particular gray level is very high since all the pixels have similar gray level values. On the other hand, a diseased image exhibits high probability for at least two sufficiently different gray levels, one for the diseased region of pixels and other for the uninfected region of pixels. Therefore, the histogram of an image with single peak is treated as uninfected and more than one peak is treated as the diseased leaf.

First, the number of peak is determined by translating the histogram upward with the factor \((mn/250)\), where \( m \times n \) is the size of the image. It has been observed that in order to reduce the noise, and to obtain clarity of the image size of the infected portion of the leaf must be at least greater than \((1/250)^{th}\) of the original image size. The histograms of the images are shown in Fig. 6. The number of peak is counted...
by considering change of direction of the histogram.

B. Classification between Diseased Leaves

Classifiers based on Bayes’ theorem and Support Vector Machines (SVMs) are applied for diseased image classification and the performance are compared

1) Bayes’ Classifier

Define Bayes’ classifier determines the belongingness of a pattern in a particular class depending on the likelihood of the pattern with that class [21]. The probability that a pattern \( x \) belongs to class \( \omega_i \) is denoted by \( p(\omega_i / x) \). Assume pattern \( x \) actually belongs to class \( \omega_j \) but the classifier detects that \( x \) comes from class \( \omega_i \), and so it incurs loss equal to \( L_{ij} \). Since the pattern \( x \) may belong to any of the \( M \) classes under consideration, the expected loss incurred to assigning \( x \) to class \( \omega_j \) is formulated in (2).

\[
M \quad r_j(x) = \sum_{i=1}^{M} L_{ij} p(\omega_i / x) \quad (2)
\]

This is often referred to as the conditional average risk in decision theory terminology. The classifier has \( M \) possible categories to classify each pattern. Equation (2) computes the quantities \( r_j(x), r_2(x), \ldots, r_M(x) \), for each \( x \), and assign each pattern to the class with the smallest conditional loss, which produces total expected loss with respect to all decision is minimum. The classifier, which minimizes the total expected loss, called Bayes’ classifier. From the statistical point of view the Bayes’ classifier represents the optimum measure to performance using Bayes’ formula, given in (3)

\[
p(\omega_i / x) = \frac{p(\omega_i) p(x / \omega_i)}{p(x)} \quad (3)
\]

Thus the (2) is rewritten as (4)

\[
1 \quad M \quad r_j(x) = \sum_{i=1}^{M} L_{ij} p(\omega_i) p(x / \omega_i) \quad (4)
\]

where \( p(x / \omega_i) \) is called the likelihood function of class \( \omega_i \). Since \( 1 / p(x) \) is a common factor so dropped from equation (4) and the expression of average loss then reduce to (5).

\[
M \quad r_j(x) = \sum_{i=1}^{M} L_{ij} p(x / \omega_i) p(\omega_i) \quad (5)
\]

Therefore, a pattern \( x \) is assigned to a class \( \omega_i \) if \( r_i(x) < r_j(x) \) for \( j=1,2,3,\ldots,M \), where \( j \neq i \).

However, a special type of loss function has been used in the paper, which computes loss to zero for the correct decision and same nonzero value for all other erroneous decisions. The loss function is expressed as (6).

\[
L_{ij} = 1 - \delta_{ij} \quad (6)
\]

where \( \delta_{ij} = 1 \) when \( i=j \) and \( \delta_{ij} = 0 \) when \( i \neq j \). If we substitute the loss function of equation (5) using (6), it becomes as follows:

\[
M \quad r_j(x) = \sum_{i=1}^{M} (1 - \delta_{ij}) p(x / \omega_i) p(\omega_i) = p(x) - p(x / \omega_i) p(\omega_i) \quad (7)
\]

Therefore the Bayes’ classifier assigns a particular pattern \( x \) to class \( \omega_i \) if

\[
p(x) - p(x / \omega_i) p(\omega_i) < p(x) - p(x / \omega_j) p(\omega_j) \quad \text{or} \quad p(x / \omega_j) p(\omega_j) > p(x / \omega_i) p(\omega_i)
\]

\[
\sum_{j=1, \ldots, M; j \neq i} L_{ij} \quad (8)
\]

2) Support Vector Machine (SVM)

SVMs [22], [23] are supervised machine learning technique that can be analyzed theoretically using concepts from computational learning theory while being able to achieve good performance when applied to real-world problems. The most attractive feature of the SVM is the maximum-margin hyper plane, the soft margin and the kernel function. For classifying any two linearly separable classes there may exist many separating lines that correctly classify the data. Among these lines the SVM select the line, which maximizes the distance between the separating hyper-planes. To explain it clearly we label the training data \( \{ x_i, y_i \}, i = 1, \ldots, l, y_i \in \{-1, 1\}, x_i \in \mathbb{R}^d \) where \( l \) denotes the total no of training sample and \( d \) denotes the dimension of the feature vector. Suppose we have some hyper-plane, which separates the positive from the negative examples (a “separating hyper-plane”). The points \( x \) which lie on the hyper-plane satisfy \( w \cdot x + b = 0 \), where \( w \) is normal to the hyper-plane, \( |b|/\|w\| \) is the perpendicular distance from the hyper-plane to the origin, and \( \|w\| \) is the Euclidean norm of \( w \). Let \( d \) be the shortest distance from the separating hyper-plane to the closest positive (negative) instance. Define the “margin” of a separating hyper-plane to be \( d + d \). For the linearly separable case, the support vector algorithm simply looks for the separating hyper-plane with largest margin. This can be formulated as follows: suppose that all the training data satisfy the following constraints:

\[
x_i \cdot w + b = +1 \quad \text{for} \quad y_i = +1 \quad (9)
\]

\[
x_i \cdot w + b = -1 \quad \text{for} \quad y_i = -1 \quad (10)
\]

These can be combined into one set of inequalities:

\[
y_i (x_i \cdot w + b) - 1 \geq 0 \quad \forall i \quad (11)
\]

Now consider the points for which the equality of (9) hold (requiring that there exists such a point is equivalent to choosing a scale for \( w \) and \( b \) good). These points lie on the hyper-plane \( H_1: x \cdot w + b = 1 \) with normal \( w \) and perpendicular distance from the origin \( |1 - b|/\|w\| \). Similarly, the points for which the equality of (10) holds false, these points lie on the hyper-plane \( H_2: x \cdot w + b = -1 \), with normal \( w \), and perpendicular distance from the origin \( |1 - b|/\|w\| \). Hence \( d_1 = d_2 = 1/\|w\| \) and the margin is simply \( 2/\|w\| \). Note that \( H_1 \) and \( H_2 \) are parallel (they have the same normal) and so no training points reside between them. Thus we can find the pair of hyper-planes, which gives the maximum margin by minimizing \( \|w\| \), subject to constraint (11), as depicted in Fig. 7. Other important characteristic of the SVM is the soft margin that gives the user flexibility to choose the parameter to roughly control the number of examples. Another feature is the kernel function that projects the non-linearly separable data from low-dimensional space to a space of higher dimension so that they may become separable.
in the higher dimensional space too.
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Fig. 7. Hyper-plane separated by the SVM

IV. RESULT AND DISCUSSION

Five hundred samples of each data class are considered to test the system. For the first level classification (i.e., uninfected leaf or a diseased leaf), it has been found that success rate is 92%, 96.4% and 84% respectively for uninfected leaf, leaf with brown spot and leaf with blast, summarized in Table I. Next, the diseased leaves are considered in tenfold way to testing using Bayes’ Classifier. Taking first 450 of the data set as training set and remaining 50 as test set the likelihood for both classes has been calculate and then assign the pattern to the class, which have the maximum likelihood value. Again the same procedure is repeated for the first 400 and last 50 of the data set as training set while remaining 50 of the data set is considered as the test set. Thus, 10 different combinations of training and testing data set are applied resulting classification accuracy 79.5%. SVM classification with 10 fold cross validation is carried out for same data set and 68.1% classification accuracy is achieved, which has been shown in Table II.

<table>
<thead>
<tr>
<th>Image Type</th>
<th>Success Rate(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal Leaf Image</td>
<td>92</td>
</tr>
<tr>
<td>Brown Spot Image</td>
<td>96.4</td>
</tr>
<tr>
<td>Blast Image</td>
<td>84</td>
</tr>
</tbody>
</table>

Table I: Result of Classification of Uninfected and Diseased leaves

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Number of Samples</th>
<th>Success Rate(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes’ Classifier</td>
<td>1000</td>
<td>79.5</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>1000</td>
<td>68.1</td>
</tr>
</tbody>
</table>

Table II: Result of Classification of Diseased leaves

V. CONCLUSION

In the work, an automated system has been developed for detecting two different types of rice diseases. In the first stage, uninfected and the diseased leaves are classified based on the number of peaks in the histogram. Miss classification may occur due to shadow effect and color distortion of aging leaves. In the second level Bayes’ classifier and SVM are applied to classify the leaf diseases. Time complexity of the Bayes’ classifier is $O(N^2)$ where as for the support vector machine it is $O(DN^2)$ where $D$ is the dimension of the feature vector and $N$ is the number of training samples. Since number of samples generally much larger than the dimension of the feature vector, therefore the proposed system is time efficient compare to SVM.
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