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Abstract—Acoustic Echo Cancellation (AEC) is one of the most popular applications for adaptive filters. The goal of the adaptive algorithms is to identify the acoustic echo path between a loudspeaker and a microphone placed in an acoustic enclosure (i.e., the room acoustic impulse response) and generate the estimate of the acoustic echo that is removed from the output of the microphone. Most of the adaptive echo cancellation techniques proposed in literature are based on an assumption that the echo path is linear. However, recent research has shown that the acoustic echo path is better to be modeled as a nonlinear system due to the nonlinear characteristic of a loudspeaker[1]. The nonlinearity of a power amplifier or loudspeaker in a large-signal situation gives rise to a nonlinear distortion of acoustic signal. A conventional acoustic echo canceller using linear adaptive filters is not able to eliminate the nonlinear echo component. Here, a novel nonlinear echo cancellation technique is presented by using a nonlinear transformation in conjunction with a conventional linear adaptive filter. The nonlinear transformation is derived from a raised-cosine function and is exploited to compensate for the nonlinearity of a loudspeaker. The algorithms which were derivates out of the Wiener Filter (like LMS, NLMS, steepest descent, RLS) in contrast to the Genetic algorithms (GAs) is of special interest[6]. With the comparison, NLMS algorithm is better solution considering trade-offs. The transformation parameters are updated using the normalized least mean square algorithm according to the unknown nonlinear characteristic of the loudspeaker.

Index Terms—Acoustic echo canceller, adaptive algorithm, NLMS, non linear transformation, raised cosine function.

I. INTRODUCTION

Today’s telecommunication systems system consists of mostly full duplex mode. In that, coupled acoustic input and output devices, both are active concurrently in full duplex mode. The system then acts as both a receiver and transmitter in full duplex mode. In this situation the received signal is output through the telephone loudspeaker (audio source) from Far End Speech, (FES), this audio signal is then reverberated within the telephone loudspeaker (audio source) and picked up by the systems microphone (audio sink) at near end speech (NES). This signal is reverberated within the environment and returned to the system via the microphone input. These reverberated signals contain time delayed images of the original signal, which are then returned to the original sender (Fig. 1, ak is the attenuation, tk is time delay).

[2] This makes the remote speaker hear her own voice distorted and delayed by the communication channel, which is known as echo. The longer the channel delay, the more annoying the echo becomes until it makes natural conversation impossible and decreases the perceived quality of the communication service.

Modern full-duplex communication systems make use of an acoustic echo canceller (AEC) to prevent the echo from being transmitted back to the channel. The AEC basically estimates the echo and subtracts the estimated echo from the microphone signal. The resulting signal is transmitted to the far end speaker through the communication channel.

The method used to cancel the echo signal is known as adaptive filtering. Adaptive filters are dynamic filters which iteratively and algorithmically alter their characteristics in order to minimize a function of the difference between the desired output d(n) and its actual output y(n).

This function is known as the cost function of the adaptive algorithm. Fig. 2 shows a block diagram of the adaptive echo cancellation system. Here the filter H(n) represents the impulse response of the acoustic environment, W(n) represents the adaptive filter used to cancel the echo signal. The adaptive filter aims to equate its output y(n) to the desired output d(n) (the signal reverberated within the acoustic environment). At each iteration the error signal, e(n)=d(n)-y(n), is fed back into the filter, where the filter characteristics are altered accordingly.

Acoustic echo cancellers (AEC) greatly enhance the audio quality of a multipoint hands-free communications system. They allow conferences to progress more smoothly and aurally, keep the participants more comfortable, and prevent listener fatigue.
The primary beneficiaries of an echo canceller are the people at the far (or remote) end of the transmission path. The near (or local) echo canceller prevents the echo of the remote peoples’ voices from being returned (i.e. echoed) to them through the audio system.

Focusing on heart of paper[1], we must say that, most of the AEC are designed considering that room impulse response is linear and tries to replicate it. But, recent research shows that loud speaker also processes far-end speech. This change in reverberated signal should be taken into account not to AEC converge badly. So, here raised cosine function is used to compensate the non linearity of loudspeaker. we will discussed it in detail in Section 3.

A. In Summary

AEC is Most popular applications for adaptive filters. The goal of the adaptive algorithms-
- To identify the AE path between a loudspeaker and a phone placed in an acoustic enclosure.
- To generate the estimate of the AE that is removed from the o/p of the microphone.

B. Drawback of conventional Linear AEC-
- Assumption that “The echo path is linear.”
- However, better modeling with a nonlinear system gives rise to a nonlinear distortion of acoustic signal.
- A conventional AEC is not able to eliminate the nonlinear echo component.

C. Proposed Method-
- A novel nonlinear AEC technique - nonlinear transformation + a conventional linear adaptive filter.
- The nonlinear transformation - A raised-cosine function.
- Updation of the transformation parameters – NLMS

D. Algorithm

This thesis is divided into a number of sections: Section 2 deals with background signal processing theory as it pertains to the application of adaptive filters. Section 3 elaborate proposed method. Section 4 details summarizes the simulation work. Section 5 outlines the conclusion. Section 6 is of References.

II. BACKGROUND THEORY [2],[3]

A. FIR Filter, Transversal FIR Filter and Adaptive Filter

FIR filters have the following primary advantages: They can have exactly linear phase. They are always stable. The design methods are generally linear. They can be realized efficiently in hardware. The filter startup transients have finite duration. Neglecting the much higher length of filter and corresponding delay comparing to IIR filter, we have selected FIR filter following hardware implementation by transversal FIR filters[4]. The characteristics of a adaptive transversal FIR filter can be expressed as a vector consisting of values known as tap weights in column vector form as, $w(n) = [w_0(n) \ w_1(n) \ w_2(n) \ ... \ w_{N-1}(n)]^T$, (impulse response of the FIR filter.). It is these tap weights which determine the performance of the filter. The number of elements on this impulse response is order of filter $N$. The aim of an adaptive filter is to calculate the difference between the desired signal and the adaptive filter output, $e(n)$. $e(n)$ (estimation error) is fed back into the adaptive filter and its coefficients are changed algorithmically in order to minimise a function, known as the cost function. Here, the echoed signal would be completely cancelled and the far user would not hear any of their original speech returned to them. Implementation of filter may be as Single filter, sub-band filter and dyadic synthesis sub-band filter in time domain and also in frequency domain. But trade – off within complexity and performance, we are using time domain single filter Structure.

B. Summary and Selection of Algorithm

It can be seen from Table I [2] that when considering the attenuation values and the number of multiplication operations for each algorithm, the NLMS algorithm is the obvious choice for the real time acoustic echo cancellation system. The system is capable of cancelling echo with time delays of up to 75 ms, corresponding to reverberation off an object a maximum of 12 meters away.

III. PROPOSED METHOD [1]

A. UPDATE OF Adaptive Filter:

Here, we use the NLMS algorithm for the linear adaptive filter part. The cost function, $\zeta(n)$, is a function of mean of squares of the difference between a desired output and the actual output of the FIR filter. Let $d(n)$ and $y(n)$ denote the desired signal and the output of the adaptive filter, respectively. The NLMS algorithm can be briefly described as:

$$e(n) = d(n) - y(n) = d(n) - W_n^T x_n \quad (1)$$

$$W_{n+1} = W_n + \mu e(n) x_n \frac{x_n^T x_n + C}{x_n^T x_n} \quad (2)$$

where $\mu$ is a step size, and $c$ is a small constant. $W_n$ represents the coefficient vector of the transversal filter, and $X_n$ is the signal vector input to the nonlinear transformer.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average Attenuation</th>
<th>Multiplications/Operations</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS</td>
<td>-18.2 dB</td>
<td>2N+1</td>
<td>Is the simplest to implement and is stable when the step size parameter is selected appropriately. This requires prior knowledge of the input signal which is not feasible for the echo cancellation system.</td>
</tr>
<tr>
<td>NLMS</td>
<td>-27.9 dB</td>
<td>3N+1</td>
<td>Simple to implement and computationally efficient. Shows very good attenuation, and variable step size allows stable performance with non-stationary signals. This was the obvious choice for real time</td>
</tr>
</tbody>
</table>
VSLMS -9.8 dB  4N+1
Displays very poor performance, possibly due to non-stationary nature of speech signals. Only half the attenuation of the standard LMS algorithm. Not considered for real time implementation.

LMS -18.2 dB  2N+1
Is the simplest to implement and is stable when the step size parameter is selected appropriately. This requires prior knowledge of the input signal which is not feasible for the echo cancellation system.

RLS -34.2 dB  4N^2
Has the greatest attenuation of any algorithm studied, and converges much faster than the LMS algorithm. This performance comes at the cost of computational complexity and considering the large FIR order required for echo cancellation, this is not feasible for real time implementation.

B. Method Proposed:
Fig. 3 shows the proposed nonlinear echo canceller. It consists of a nonlinear transformation and a conventional linear adaptive filter. The signal from a far-end user is assumed to be nonlinearly distorted in the power amplifier/loudspeaker[5], [6], [7], [8]. It then passes through a linear echo path characterized by the room impulse response to form the nonlinear acoustic echo. In the mean time, the undistorted far-end signal is input to a nonlinear transformation to compensate for the nonlinearity of the loudspeaker. The nonlinearly transformed signal is then processed by a conventional linear adaptive filter. In proposed method, the input to the linear adaptive filter is \( F(x_n) \).

Fig. 3. Proposed nonlinear AEC.

When a transversal filter is used, the estimation error \( e(n) \) can be written as (3) given below:

\[
e(n) = d(n) - y(n) = d(n) - W^T_n F(x_n)
\]  

(3)

Note that \( F(Xn) \) represents a vector that is the non-linearly distorted version of \( Xn \). So, here NLMS algorithm is applied.

\[
W_{n+1} = W_n + \mu \frac{e(n)F(x_n)}{F^T(x_n)F(x_n)+C}
\]  

(4)

The nonlinear transformation (\( Xn \) to \( F(Xn) \)) should be versatile and able to cover a wide range of nonlinear distortion[5], [6], [7], [8]. It is expected to provide a good approximation for both linear mapping (when the amplitude of the input signal is small or the speaker system does not introduce nonlinear distortion) and nonlinear saturation characteristic (when the input has large amplitude or the nonlinear distortion occurs). Nonlinearity can be modeled by sigmoid function. We consider that this non-linearity can be modeled by raised-cosine function.

Raised Cosine function is given as:

\[
x(x) = \begin{cases} 
-1, & x < -\frac{1+\beta}{2T} \\
\frac{1-\beta}{2} - \frac{\beta}{\pi} \cos \left( \frac{2Tx\pi + \pi}{2\beta} \right), & -\frac{1+\beta}{2T} \leq x < \frac{1-\beta}{2T} \\
\frac{1-\beta}{2T}, & -\frac{1+\beta}{2T} \leq x \leq \frac{1-\beta}{2T} \\
\frac{1+\beta}{2T}, & -\frac{1+\beta}{2T} \leq x \leq \frac{1+\beta}{2T} \\
1, & -\frac{1-\beta}{2T} \leq x \leq \frac{1+\beta}{2T} 
\end{cases}
\]  

(5)

where \( T \) and \( \beta \) are the free parameters to determine the shape and the dynamic range of the function. A close observation of the curve given by Fig. 4 and equations yields a family of nonlinear transformation, which is very suitable for modeling the saturation behavior of a loudspeaker. In general, when the input signal has small amplitude, the amplifier/loudspeaker works in a linear region which produces a linear mapping \( 2Tx \). As the amplitude of the input signal increases, the nonlinear distortion or saturation occurs. When the amplitude of the input signal is larger than \( 1+\beta \), the output is hard limited to 1, (clipping).

The soft-clipping case is similar to the sigmoid function, but it has two parameters jointly dictating the saturation curve while the sigmoid function contains only one argument. Moreover, hard clipping and linear mapping are not obtainable from the sigmoid function. In this way, the transformation given by above is able to cover a wide range of saturation curves depending on the choice of \( T \) and \( \beta \).

Fig. 4. Three types of saturation curves of a loudspeaker.

The squared error can be modified as here:

\[
J(W_n, \beta, T) = \left[ e(n) \right]^2 = \left[ d(n) - W^T_n F(x_n) \right]^2
\]  

(6)
Here, the cost function above contains two more unknowns, i.e., $T$ and $\beta$, in addition to the filter coefficient vector $W_n$. Applying the steepest descent criterion to minimize cost function and considering as constant in each iteration of $\beta$ and $T$, we can obtain the following update formulas for $\beta$ and $T$:

$$
\beta_{n+1} = \beta_n - \frac{\mu \beta}{2} \left( \frac{\partial J(W_n, \beta, T)}{\partial \beta} \right) |_{\beta=\beta_n} \tag{7}
$$

$$
\beta_{n+1} = \beta_n + \mu \beta, e(n), W_n^T, \frac{\partial F(x_n)}{\partial \beta} \bigg|_{\beta=\beta_n} \tag{8}
$$

where the vector $\frac{\partial F(x_n)}{\partial \beta}$ has the element $\frac{\partial F(x)}{\partial \beta}$, as shown below

$$
\frac{\partial F(x)}{\partial \beta} = \begin{cases} 
0, & \text{for } x < \frac{1 - \beta}{2T} \text{ or } x > \frac{1 + \beta}{2T} \\
\frac{1}{2} \frac{1}{\pi} \cos \left( \frac{2 \pi x + \pi}{2 \beta} \right) - \frac{1}{2} \frac{1}{\pi} \sin \left( \frac{2 \pi x + \pi}{2 \beta} \right), & \text{for } -\frac{1 + \beta}{2T} \leq x \leq -\frac{1 - \beta}{2T} \\
\frac{1}{2} \frac{1}{\pi} \cos \left( \frac{2 \pi x - \pi}{2 \beta} \right) + \frac{1}{2} \frac{1}{\pi} \sin \left( \frac{2 \pi x - \pi}{2 \beta} \right), & \text{for } -\frac{1 - \beta}{2T} < x \leq \frac{1 + \beta}{2T} \\
0, & \text{for } x > \frac{1 + \beta}{2T}
\end{cases} \tag{9}
$$

where $E_x$ and $E_{\beta}$ are the variance of desired signal $d(n)$ and that of the error $e(n)$, respectively. So, more ERLE more results are obtained. Here, the convergence behavior of parameters $T$ and $\beta$ and the ERLE performance of the proposed method along with that of canceller in conjunction with pure NLMS is examined.

Fig. 5 shows ERLE performance with proposed method. Here, for simulation of speech $T = 1$, $\beta = 1$ is chosen. And FIR of length 70 is taken for simulation of room impulse response. Hard limiting loudspeaker is thus simulated. To mimic exactly same and to eliminate undermodeling case, FIR of 70 is taken and initial value of $T$ and $\beta$ are 0.5 and 0.01 respectively chosen. Step size has formula

$$
\mu = \frac{\alpha}{(c + y \times y)} \tag{14}
$$

where $\alpha$ is chosen 0.08 and $c$ is small constant of value 0.01 to avoid divide by 0 case. Error is so minimized, it can't be audible to human ear. ERLE performance is within 40 db to 110 db mainly.

IV. SIMULATION RESULTS

We are coding the proposed method in MATLAB® software. MATLAB® is a high-performance language for technical computing. MATLAB features a family of add-on application-specific solutions called toolboxes. We are using the Filter Design Toolbox which is a collection of tools that provides advanced techniques for designing, simulating, and analyzing digital filters and The Signal Processing Toolbox that supports a wide range of signal processing operations.

The echo return loss enhancement (ERLE) is used to measure the performance of the proposed nonlinear echo canceller. The ERLE is defined as a measure to express the effect of an echo cancellation filter is the echo-return loss enhancement (ERLE):

$$
ERLE (\text{db}) = 10 \log_{10} \left( \frac{\sigma_d^2}{\sigma_e^2} \right) \tag{13}
$$

where $\sigma_d^2$ and $\sigma_e^2$ are the variance of the desired signal $d(n)$ and that of the error $e(n)$, respectively. So, more ERLE more results are obtained. Here, the convergence behavior of parameters $T$ and $\beta$ and the ERLE performance of the proposed method along with that of canceller in conjunction with pure NLMS is examined.

Fig. 5 shows ERLE performance with proposed method. Here, for simulation of speech $T = 1$, $\beta = 1$ is chosen. And FIR of length 70 is taken for simulation of room impulse response. Hard limiting loudspeaker is thus simulated. To mimic exactly same and to eliminate undermodeling case, FIR of 70 is taken and initial value of $T$ and $\beta$ are 0.5 and 0.01 respectively chosen. Step size has formula

$$
\mu = \frac{\alpha}{(c + y \times y)} \tag{14}
$$

where $\alpha$ is chosen 0.08 and $c$ is small constant of value 0.01 to avoid divide by 0 case. Error is so minimized, it can't be audible to human ear. ERLE performance is within 40 db to 110 db mainly.
Fig. 6. ERLE performance using pure NLMS.

Fig. 7 shows results for $T=1$, $\beta=1$. alpha is chosen 0.32. Fig. shows clearly improved ERLE performance for proposed method than only pure NLMS algorithm.

Fig. 7. ERLE performance.

Fig. 8 shows convergence of B and T parameter with simulated loudspeaker has $T=1$, $\beta=1$. B has some misalignment but T is approximately converges to 1. Error is non perceptible to human ears.

Fig. 8. B and T parameter learning curves and Error graph.

V. CONCLUSION

Due to acoustic echo in speech transmission, quality of communication is degraded. Most of the AEC techniques proposed are based on an assumption that the echo path is linear. Recent research has shown that the acoustic echo path is better to be modeled as a nonlinear system due to the nonlinear characteristic of a loudspeaker. The saturation characteristic of a loudspeaker is modeled by a sigmoid function. However, the sigmoid function fails to approximate the linear mapping due to its capability of modeling various saturation phenomena of loudspeaker is heavily limited. On other hand, Raised cosine function has two parameters jointly dictating the saturation curve and able to cover a wide range of saturation curves depending on the choice of $T$ and $\beta$. Discussed update mechanism for the parameters is to best compensate for the unknown loudspeaker distortion. Simulation has shown that, proposed method with compensation of nonlinearity of loudspeaker is much more efficient than method with only conjunction with pure NLMS for same speech signal and same set-up.
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