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Abstract—This paper presents an object recognition and identification system using the Hough Transform method. The process starts from imported images into the system by webcam, detected image edge by fuzzy, recognized the object by Hough Transform, and separated the objects by the robot arm. Three objects type; triangle, rectangular and, rigid circle are used. The results showed that the objects can be isolated 96%, 96%, and 98% correct for triangular, rectangular, and rigid circle respectively.

Index Terms—Hough transform, modifier fuzzy sobel, object recognition

I. INTRODUCTION

Nowadays, the robots are used widely in many applications such as automotive industry, rescue and security areas, medical exploration robotic, etc. Manipulator arms are employed in the industrial as the human arm for welding, lifting, separating, etc. Sometimes referred to as robot arm also means that the robot in industry. The robots will be played greater roles in the industry as much as the robot control algorithms are developed. They will work in various hazardous jobs such as lifting steel into furnace, job-related chemicals, repetitive monotonous work such as lifting or packing the objects in production line, desired quality such as welding and cutting, or the jobs that required highly skills such as welding line, welding laser, etc.

In this research, we are presented an object recognition and identification system using the Hough Transform method. There are many researches that used the Hough Transform method. Basak and Pal generalize the classical Hough Transform in fuzzy set theoretic framework in order to handle the imprecise in shape description called fuzzy Hough transform [1]. Maji and Malik present a discriminative Hough transform based object detector where each local part casts a weighted vote for the possible locations of the object center. The weights can be learned in a max-margin framework which directly optimizes the classification performance and improved the Hough detector [2]. Rizon and others use the circular Hough transform to detect the presence of circular shape [3]. Smereka and Duleba used The Hough Transform to improve the detection of low-contrast circular objects [4]. The Hough Transform can be implemented in C as discussed by Lee [5]. It also was modify to reduce memory area, computational time, and detect noise which was present by Sirisantisamrid and et al [6].

II. IMAGE PREPROCESSING AND ENHANCE

To adjust the brightness of the image using the INT operator with the following methods are used. The original image matrix X of N x M is the array of fuzzy singleton of image matrix X of N x M is the array of fuzzy singleton of

The images of the object that used in our experimental have different quality such as brightness, contrast, or noise. The fuzzy image processing (FIP) is used to adjust brightness of the image [8]. The process includes image fuzzification, membership modification, and image defuzzification which can be shown in Figure 1.

To adjust the brightness of the image using the INT operator with the following methods are used. The original image matrix X of N x M is the array of fuzzy singleton

with p values between 0 and 255 can be written as follows.

where 0 ≤ μmn ≤ 1, m = 1,2,...M, n = 1,2,...N

Using equation (1) to calculated.

\[ T_i(\mu_{mn}) = T_i(\mu_{mn}) = 2\mu_{mn}^2, \quad 0 \leq \mu_{mn} \leq 0.5 \]

\[ T_i(\mu_{mn}) = 1 - 2(1 - \mu_{mn})^2, \quad 0.5 \leq \mu_{mn} \leq 1 \]
Adjusted each the Pixel of image brightness as follow, values greater than 0.5 increases the brightness of pixels, values less than 0.5 decreases the brightness of pixels. The procedure of the fuzzy image enhancement is shown in Fig. 2.

III. EASE OF USE EDGE DETECTION USING MODIFER FUZZY SOBEL [10,11]

The modifier fuzzy Sobel is used for the edge detection. The steps are described as follows.

A. Change the Image Color
The image colors are changed to gray scale.

B. Image Fuzzy Region
Divide the image of Fuzzy regions into two parts: fuzzy smooth region and fuzzy edge region. If the pixels have difference values of gray scale level higher than the neighboring pixels, the result is a fuzzy edge region. If the pixels have difference values of gray scale level less than the neighboring pixels, the result is a fuzzy smooth region. The images edge of two parts has 4 value of the threshold to make a decision. The threshold value is derived from the calculation of the difference of the image histogram.

C. Make Difference Histogram
The difference histogram was built from the images by calculating the difference highest-level grayscale of all other pixels and 8 pixels neighboring of the surrounding as shown in Fig. 3. The ranges from 0 to 2\(^m\)-1 where m is number of bit of image gray level. In the case, represented of image by 8-bit is between 0 and 255.

D. Find Difference Histogram
The difference histogram is needed to find by using the formula \(d(x, y) = \max(I(x, y) - I(x + i, y + j))\). When \(I(x, y)\) is value of gray level of the input image at \((x, y)\), \(d\) is the most different values at \((x, y)\) close to 8 pixels surrounding, and \(I(x + i, y + j)\) surrounding with \(I(x, y)\) when \(i = -1, 0, 1\) and \(j = -1, 0, 1\).

E. Set Threshold Values Determination
The threshold value consists of 4 characters, LT = Low Threshold, HL = High Limit, LL = Low Limit, and HT = High Threshold. To finding the edge of the image, the image mapping and the fuzzy regions are obtained as shown in Fig. 4 and 5.

![Fig. 2. Fuzzy Image Enhancements](image)

The threshold values determination is divided in to four equally ranges. If LT and HT can find, thus HL and LL was able to find as well.

F. Fuzzy Region
From four values of the threshold, two the fuzzy sets can be defined; fuzzy smooth region (SF) and fuzzy edge region (EF) as shown in Fig. 5.

![Fig. 3. The difference value of the pixel surrounding](image)

G. Find the Images Edge by Sobel
Identified the images edge by using two templates sizes 3x3. The first template for the difference in the horizontal \((X_{diff})\) and the second template for the difference in vertical \((Y_{diff})\) as shown in Fig. 6.

\[
\begin{bmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 1 & 0 \\
\end{bmatrix}
\]

![Fig. 4. Mapping Threshold 4 position](image)

Input image can be calculated by the Sobel method equation (2)-(5)

\[
\nabla f = \begin{bmatrix}
\frac{Gy}{Gx} \\
\frac{Gy}{Gx}
\end{bmatrix} \begin{bmatrix}
\frac{\partial f}{\partial x} \\
\frac{\partial f}{\partial y}
\end{bmatrix}
\]

\[
G_x = (Z_1 + 2Z_4 + Z_7) - (Z_3 + 2Z_5 + Z_8)
\]

\[
G_y = (Z_2 + 2Z_5 + Z_8) - (Z_1 + 2Z_3 + Z_7)
\]

H. Fuzzy Reasoning for Edge Detection
Fuzzy reasoning for edge detection is the result of algorithms modified fuzzy method to find the pixel position \((x, y)\), \(R(x, y)\) given by equation (6)

\[
R(x, y) = \begin{cases}
255 & S(x, y) \geq HT \\
0 & S(x, y) \leq LT \\
S(x, y) \ast \max(\mu_{S_F}(x, y), \mu_{S_E}(x, y)) & \text{otherwise}
\end{cases}
\]

![Fig. 5. Image fuzzy region obtained from the 4 Threshold values.](image)

![Fig. 6. Templates of sobel](image)
When $S(x, y)$ is the value derived from the Sobel operator, $R(x, y)$ is the result of the pixel at $(x, y)$, and $\mu_{SF}$, $\mu_{EF}$ are the membership functions of SF and EF. When Sobel gradient $S(x, y)$ was less than or equal to $LT$ the result is 0. If Sobel gradient $S(x, y)$ was more than or equal to $HT$ the result is 255. If the result is not in either case, check the condition and then repeat to get results.

1. **Conventional Hough Transform (CHT)**

The conventional Hough transform is used to shape recognition by detecting linear curve and circle in the picture. For detection as linear the equation (7) is given [2]-[4].

$$\rho = x \cos \theta + y \sin \theta$$

(7)

When $x$, $y$ coordinate of the pixel on the image plane $x$, $y$, $\rho$ is the perpendicular distance from the origin to straight lines in plane image $x$, $y$, then the $\theta$ is the angle from x-axis perpendicular.

Two-dimensional accumulator cell $A(i, j)$ was created which components of $\rho_i$, $\theta_j$ for every pixel with coordinates $x$, $y$ images of any pixels on the same line in the same accumulator cell. When the $\rho$ and the $\theta$ have the same amount, and if the accumulation in the accumulator cell which is greater than the specified threshold, the values are converted back to the coordinates $x$, $y$. This recognizes that the line is rated at point on the plane $x$, $y$. In the same way, the CHT can find a curve and a circle as given in equation (8)

$$r^2 = (x - C_x)^2 + (y - C_y)^2$$

(8)

When $C_x$, $C_y$ is the center of the circle along the axis $x$ and $y$, $r$ is the radius of the circle or arc. In the case of a circle, accumulator cell is $A(i, j)$ 3-dimensional, the parameter will contain $C_x$, $C_y$, and $r$ for calculate the coordinates $x$, $y$ on the same circle or arc. The method is used is the same as a straight line.

IV. **VASCULAR SYSTEM AND ARM**

The conveyor system simulation was designed using a servo motor driving the conveyor belt width 10 cm, 62 cm long, as shown in Fig. 7. The robot arm is a revolute robot type (RRR) and controlled by the microcontroller as shown in Fig. 8 and 9.

![Fig. 7. Conveyor model](image1)

![Fig. 8. A revolute robot arm](image2)

V. **EXPERIMENTS AND RESULT**

The aim of this study was to determine the efficiency of inspection triangle, squares, and circle objects by using the Hough Transform. The software was developed by using the Opencv library and Microsoft Visual C+++. The results are collected by testing three different objects. The experimental sequence was shown as follows.

A. **Preparation and Improvement of Image**

The first process is to import the images from webcam and improve the image as shown in Fig.10 (a)-(b).

B. **Object Edges Detection**

The object edges were detected by using sobel edge detection algorithm. The results are shown in Fig.10(c).

C. **Detect Objects**

The conventional Hough transform was used to detect the objects and the results are shown in Fig.10 (d) and Fig. 11.

D. **Separate Objects**

In this step, the robotic revolute robot arm was used to catch the object for separating. There are two experiments were implemented.

1) Each object type is implemented for robot to detect and separate 100 times. The result is shown in Table I.

2) Three object types are mixed for robot to detect and separate. This experiment consists of 100 pieces of each object type. The result is shown in Table II.
Fig. 11. Accumulation array from hough transform
(a) Rigid circle shape (b) rectangular shape (c) triangle shape

TABLE I: PERCENTAGE OF DETECT AND SEPARATE THE SAME OBJECTS

<table>
<thead>
<tr>
<th>Object</th>
<th>Number of objects</th>
<th>Number of objects detected</th>
<th>Error percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>rigid</td>
<td>100</td>
<td>98</td>
<td>2 %</td>
</tr>
<tr>
<td>rectangular</td>
<td>100</td>
<td>97</td>
<td>3 %</td>
</tr>
<tr>
<td>triangular</td>
<td>100</td>
<td>96</td>
<td>4 %</td>
</tr>
</tbody>
</table>

TABLE II: PERCENTAGE OF DETECT AND SEPARATE THE THREE OBJECT TYPES

<table>
<thead>
<tr>
<th>Object</th>
<th>Number of objects</th>
<th>Number of objects detected</th>
<th>Error percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>rigid</td>
<td>100</td>
<td>98</td>
<td>2 %</td>
</tr>
<tr>
<td>rectangular</td>
<td>100</td>
<td>96</td>
<td>4 %</td>
</tr>
<tr>
<td>triangular</td>
<td>100</td>
<td>96</td>
<td>4 %</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS

The conventional Hough transform method can be used for the object identification and shape recognition. The algorithm can be implemented with the robot arm to separate the objects. The experimental results have an error occurred form the light affect and the angle of the camera. However, the error maximum was 4%.
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