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Abstract—The proposed system aims to automatically detect and recognize the leukocyte types from microscopic images. The developed system detects the leukocyte area within an input image and classifies the leukocyte type in one of the five categories (neutrophils, eosinophils, basophils, lymphocytes, and monocytes). The focused color intersection method is performed based on the color information of the cell images. Three main processes in the proposed system are: 1) the color histogram construction, 2) the focus region determination, and 3) the active search process. The system starts with constructing the Red Green Blue (RGB) color histogram and finding the histogram intersection. Next, the system selects the focus regions and does active searching of the focus regions which contain parts of the image which have the highest probability of the histogram intersection. The focused color intersection method enables the system to automatically detect leukocyte areas and determine the leukocyte types from microscopic images.

Index Terms—Leukocyte detection, leukocyte recognition, white blood cell, focus color intersection, active search.

I. INTRODUCTION

A hematology analyzer is one of the most helpful devices in a medical laboratory. It helps hematologists to diagnose the hematopoietic system disorders efficiently, compares to the manual screening and evaluation. In order to identify the hematopoietic system disorders, the hematologists will need to detect blood disorder and perform the leukocyte count from human blood. The blood elements include erythrocytes (red cells), leukocytes (white cells), and platelets [1]. In contrast to red cells, normal white blood cells are nucleated and include neutrophils, lymphocytes, monocytes, eosinophils, and basophils [2]. In order to be able to produce the blood cell report, the hematologists will have to carefully determine each cell type and find its location in the microscopic images. Some attempts to help hematologists to classify and count the blood cell by developing an automatic cell recognition system have been proposed. Markiewicz used the Support Vector Machine method for classifying the blood cells [2], [3], Colunga proposed the automatic cell recognition system using EM algorithm [4], and some previous works used Neural Network methods as cell classifiers [5]-[7].

In this paper, an automatic system that can detect the white blood cell and classify its type is developed. The proposed system works based on the similarity of image color using the focused color intersection method and the active search method. Three main processes in the proposed system are: 1) the color histogram construction, 2) the focus region determination, and 3) the active search process. In the first process, the system starts with constructing the Red Green Blue (RGB) color histogram, determining the number of histogram bins, and finding the histogram intersections. Next, the system selects the focus regions by constructing a small window and shift-scanned it to the rest of the image. Finally, the active search algorithm is used to determine the focus regions which have the highest values of histogram intersections with the model. The searching locations are reduced by implementing the focus region technique; therefore, the proposed detection system will be more efficient than the conventional searching method.

The remainder of this paper is organized as follows. In Section II, the methods used in the proposed leukocyte detection and recognition system are described, i.e., the color histogram which contains the color quantization, normalization, and histogram intersections methods, the focus region method, and the active search with upper bound method. Section III presents the focused color intersection algorithm, while Section IV describes the active search algorithm. Section V explains the experimental setup and results. Finally, the conclusion is presented in Section VI.

II. LEUKOCYTE DETECTION AND RECOGNITION SYSTEM

A. Color Histogram

Color histogram is obtained by counting all discrete intensity values of each color in the image array [8]. The histogram concept only considers the color distribution from an object and ignores the shape and texture features. Histogram is invariant to translation, rotation, view, and scale changes, and occlusions [8]. The steps for applying color histogram function are as follows:

1) Color quantization
Color quantization is a procedure to reduce the possibility of color numbers. Every microscopic image within RGB color domain will be quantized by its intensity values.

2) Normalization
Normalization is calculated by dividing the number of actual pixel with the total number of pixel in an image. Normalization step will make the histogram no longer dependent to the number of pixel, but to color distribution.

3) Histogram intersection
Histogram intersection shows the number of pixel in
histogram model which can be found from an image. The histogram intersection is defined as follows [8]:

\[ \sum_{i=1}^{n} \min \{ I_j, M_j \} \]  

where \( I \) is the histogram of an image, \( M \) is the histogram model, and \( n \) is the number of the histogram bin.

Histogram intersection finds the minimum value of the histogram bins between the image and model. The histogram bin consists of pixels with the same color intensity. The higher the intersection value means the more similar the image with the model.

### B. Focus Region

Histogram result from an image usually has a certain level of similarity with the histogram model [9]. However, it is not necessary for processing the whole image at once. The process can be done by selecting some parts of the image and match them with the model. These parts of an image are named as focus region.

Fig. 1 shows the illustration of selecting the focus regions of an image. First, construct a small window with \( w \) pixels by \( w \) pixels. Then, this window is shifted \( s \) pixel to one direction and continues for the rest of the image.

### C. Active Search with Upper Bound

As neighboring focus regions tend to have a similar color histogram, the active search algorithm will concentrate to the focus region which has the highest probability of histogram intersection with the model [9]. The searching locations are reduced by applying the upper bound technique to the histogram intersection. The upper bound \( S \) of a focus region \( B \) to a model \( M \) can be calculated as follows [5]:

\[ S(B,M) = \min(S(A,M)|A;\lvert A\rvert \beta + |\beta - A|] \]  

with \( |A| \) is the pixel number in the focus region \( A \), \( |B| \) is the pixel number in the focus region \( B \), \( |A \cap B| \) is the pixel number that is belong to \( A \) and \( B \), and \( |B - A| = \) is the pixel number in \( B \) which is not belong in \( A \).

![Fig. 1. The shifting process of a focus region in an image.](image)

### III. FOCUS COLOR INTERSECTION

The algorithm of the Focused Color Intersection is as follows [9]:

Step 1. Set \( M_c = \text{MandR}_c = R \), where \( R \) is the focus regions and \( M \) is the models. Meanwhile, \( R \) and \( M_c \) are the focus regions and models which are competing.

Step 2. For every model \( M \in M_c \), determine the best matching focus region \( R \) using the active search algorithm. \( R \) is the focus region which has been related with model \( M \).

Step 3. \( S(R,M) = \max_{M_c} S(R,M) \). Correlate the region \( R \) with model \( M \). \( S(R,M) \) is the normalized color histogram value, which is calculated between focus region \( R \) and model \( M \). Then, \( \max_{M_c} S(R,M) \) is calculated for finding the winner couple of focus region \( R \) and model \( M \) which has the highest value of \( S(R,M) \).

Step 4. Masking in focus region is used to avoid rematching process of the focus region to the model. The masking process is applied to every pixel including the pixels in the focus region \( R \).

Step 5. Determine the set of the focus region \( R \), and the set of the model \( M_c \). Delete the focus regions which have less than a certain threshold value \( (\beta) \) from \( R \) to \( R \), and delete the model with upper bound higher than the \( S(R,M) \) and less than \( \beta \) from set \( M_c \) to the set of \( M_c \).

Step 6. If \( M_c \) or \( R_c \) is empty, then quit.

Step 7. Set \( M_c = M \), and \( R_c = R \), and continue to Step 2.

### IV. ACTIVE SEARCH

The active search algorithm is used to determine the focus region which has the highest value of histogram intersection with the model. The active search algorithm is defined as follows [9]:

Step 1. Set \( \theta = \theta \), and \( \text{lab}(R_{ij},M) = 1.0 \) for all \( R_{ij} \in R \). The upper bound value of a focus region can be calculated more than once, with/\( \theta \) as a threshold value, while \( \theta \) is a temporary threshold value. \( \text{lab}(R_{ij},M) \) is the temporary upper bound value between focus region \( R_{ij} \) and model \( M \). This \( \text{lab}(R_{ij},M) \) will be saved for comparison with other upper bound values from histogram intersections with other focus regions neighbors.

Step 2. Continue with the next focus region \( R_{ij} \). If \( \text{lab}(R_{ij},M) < \theta \), then set \( S(R_{ij},M) = 0 \) and go to step 5.

Step 3. Calculate \( S(R_{ij},M) \) as a normalized color histogram intersection value between a focus region \( R_{ij} \) and model \( M \). Set \( \theta = \max (S(R_{ij},M), \theta) \).

Step 4. Calculate \( \text{lab}(R_{ij},M) \) untuk \( R_{ij} \) dalam neighborhood dari \( R_{ij} \) menggunakan persamaan (3). Set \( \text{lab}(R_{ij},M) = \min(\text{lab}(R_{ij},M), S(R_{ij},M)) \).

Step 5. Continue to step 2 if there is another focus region left.

Step 6. \( R_{uw} \) is selected so that \( S(R_{uw},M) = \max_{R_{ij}} S(R_{ij},M) \), with \( R_{uw} \) is the focus region with the highest value of histogram intersection if \( S(R_{uw},M) > \theta \). If \( S(R_{uw},M) < \theta \) then no focus region which has intersection with \( M \) with higher value than threshold \( \theta \).

### V. EXPERIMENTAL RESULTS

We conducted several experiments for evaluating the proposed leukocyte recognition system. We developed our own FTI-Uantar Leukocyte database, which consists of 144 leukocyte images (90neutrophils, 8 eosinophils, 3 basophils, 44 lymphocytes, and 18 monocytes).

We used 10% of the available images for training, which means 9 neutrophils, 1 eosinophil, 1 basophil, 4 lymphocytes,
and 2 monocytes were used for training. The samples of the microscopic image which contain leukocytes are shown in Fig. 2. A 35x35 pixels window was used to scan the testing image with 10 pixels shifting value. The testing was conducted with various quantization values as follows:

1) RGB quantization $Q = (2, 2, 2)$
2) RGB quantization $Q = (5, 5, 5)$
3) RGB quantization $Q = (10, 10, 10)$
4) RGB quantization $Q = (50, 50, 50)$

The window is expected to have 95% of the total pixels value in the focus region.

![Fig. 2. A 35x35 pixels window was used to scan the testing microscopic image which contain leukocytes are shown in and 2 monocytes were used for training. The samples of the value in the focus region.]

The first experiment was conducted to evaluate the accuracy of the leukocyte recognition system using four level of quantization: $(2, 2, 2)$, $(5, 5, 5)$, $(10, 10, 10)$, and $(50, 50, 50)$ with the testing images were also used for training. Table I shows the recognition accuracy for each quantization values. The highest recognition results were 100%, achieved by using the quantization level $(5, 5, 5)$ and $(10, 10, 10)$ for all types of leukocytes. Meanwhile, the lowest results were achieved by the system using $(2, 2, 2)$ quantization level. This failure was caused by the wide range of the histogram bin values, which classify windows with high color differences in the same histogram bin. In the opposite, quantization level $(50, 50, 50)$ force a narrow range of the histogram bin values, which caused a very sensitive classification of windows into the histogram bin.

Table II, Table III, and Table IV show the recognition results using $Q = (2, 2, 2)$, $Q = (5, 5, 5)$, and $Q = (10, 10, 10)$, respectively. Each table presents the accuracies, the false acceptance rate (FAR), and the false rejection rate (FRR) of the system in recognizing all leukocyte types. It is clearly seen from Table II, Table III, and Table IV that the recognition accuracies of the leukocyte images were very low, with high false acceptance rates. The highest recognition accuracy for neutrophils was 46.7%, 42.3% for lymphocytes, 15.7% for monocytes, 8.8% for eosinophils, and 22.2% for basophils, all using $Q = (2, 2, 2)$. The low recognition accuracies of the leukocytes were possibly due to the small number of learning images input to the system. Also, the testing images consist of leukocyte images with incorrect cropping, as a result from an automatic detection system.

![Fig. 3. Samples of four categories of detection used in the experiment]

<table>
<thead>
<tr>
<th>Type</th>
<th>Recognition accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basophils</td>
<td>50 (2,2) 100 100 100</td>
</tr>
<tr>
<td>Eosinophils</td>
<td>5 (5,5) 100 100 100</td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>2 (10,10) 100 100 100</td>
</tr>
<tr>
<td>Monocytes</td>
<td>10 (50,50,50) 100 100 73.33</td>
</tr>
</tbody>
</table>

Table I: Recognition accuracies of the leukocyte recognition system using various quantization values.

<table>
<thead>
<tr>
<th>Type</th>
<th>Accuracy (%)</th>
<th>FAR (%)</th>
<th>FRR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutrophils</td>
<td>46.7</td>
<td>84.4</td>
<td>53.3</td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>42.3</td>
<td>88.3</td>
<td>57.7</td>
</tr>
<tr>
<td>Monocytes</td>
<td>15.7</td>
<td>94.4</td>
<td>84.3</td>
</tr>
<tr>
<td>Eosinophils</td>
<td>8.8</td>
<td>98.5</td>
<td>91.2</td>
</tr>
<tr>
<td>Basophils</td>
<td>22.2</td>
<td>99</td>
<td>77.8</td>
</tr>
</tbody>
</table>

Table II: Recognition results using $Q = (2, 2, 2)$, shifting value = 10, window size = 35, beta = 0.95.

<table>
<thead>
<tr>
<th>Type</th>
<th>Accuracy (%)</th>
<th>FAR (%)</th>
<th>FRR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutrophils</td>
<td>33.8</td>
<td>14.9</td>
<td>66.2</td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>13.8</td>
<td>34.1</td>
<td>86.2</td>
</tr>
<tr>
<td>Monocytes</td>
<td>12.9</td>
<td>79.1</td>
<td>87.1</td>
</tr>
<tr>
<td>Eosinophils</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Basophils</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
</tbody>
</table>

Table III: Recognition results using $Q = (5, 5, 5)$, shifting value = 10, window size = 35, beta = 0.95.

<table>
<thead>
<tr>
<th>Type</th>
<th>Detection result (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutrophils</td>
<td>S 14.29 M 58.39 L 27.33 Background 85.09</td>
<td></td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>8 43.9 53.66 2.44 0 65.85</td>
<td></td>
</tr>
<tr>
<td>Monocytes</td>
<td>9 13.95 79.07 6.98 0 20.93</td>
<td></td>
</tr>
<tr>
<td>Eosinophils</td>
<td>0 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>Basophils</td>
<td>0 0 0 0 0 0</td>
<td></td>
</tr>
</tbody>
</table>

Table V: Detection results using $Q = (5, 5, 5)$.
TABLE VI. DETECTION RESULTS USING Q = (10, 10, 10)

<table>
<thead>
<tr>
<th>Type</th>
<th># of recognition</th>
<th>S</th>
<th>M</th>
<th>L</th>
<th>Background</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutrophils</td>
<td>22</td>
<td>2.73</td>
<td>59.09</td>
<td>38.18</td>
<td>0</td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>7</td>
<td>43.24</td>
<td>56.76</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Monocytes</td>
<td>2</td>
<td>0</td>
<td>62.50</td>
<td>37.50</td>
<td>0</td>
</tr>
<tr>
<td>Eosinophils</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Basophils</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Besides the experiments for recognizing the leukocyte types, we also conducted the experiments for detecting the leukocytes positions in the microscopic images. Fig. 3 shows the samples of four categories used for classifying detection results in the experiments. The four categories of detection results are:

S category: when the focus region contains 1 – 33.33% of the leukocyte area.
M category: when the focus region contains 33.33 – 66.67% of the leukocyte area.
L category: when the focus region contains 66.67 – 100% of the leukocyte area.
Background category: when the focus region contains 0% of the leukocyte area.

Table V and Table VI show the detection result from the proposed system. It is clearly seen from both tables that the highest detection accuracy was achieved for detecting the neutrophils locations, with 85.09% for Q = (5, 5, 5) and 100% for Q = (10, 10, 10). For lymphocytes, the highest detection result was 65.85% achieved by the system with Q = (5, 5, 5), while for monocytes the highest detection result was obtained by the system with Q = (10, 10, 10) with 62.50%. However, the system failed to detect both eosinophils and basophils areas. The system could detect leukocyte area in a small focus region, however misclassification of the leukocyte type was still a major problem.

VI. CONCLUSION

We have presented the focused color intersection method to automatically detect leukocyte areas and determine the leukocyte types from microscopic images. The recognition and detection results of leukocyte images using focused color intersection are highly dependent on the quantization level and the threshold value. Other parameters such as shift level, window size, and beta would also affect the accuracy of the system as well as the execution time.

In the future, for improving the system’s accuracy, we consider to develop a dynamic window model for detecting the leukocyte area, the use of other color domains, i.e. Hue, Saturation, and Value (HSV) and texture information in the system.
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