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Abstract—In this paper, a new approach for automatic analysis of single lead ECG for human recognition is proposed and evaluated. Following the pre-processing step, the ECG stream is partitioned into separate windows where each window includes single beat of ECG signal. After successful QRS detection, various temporal, amplitude and AR coefficients are extracted and used as an input to a classifier in order to identify the individuals. In this work, proposed system has been tested using records from three different publicly available ECG databases. Signal pre-processing techniques, applied parameter extraction methods and some intermediate and final classification results are presented in this paper.
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I. INTRODUCTION

Biometric recognition provides authentication by identifying each individual based on the biological and physiological signal characteristics. A number of identification methods have been investigated in the last decades [1], using physical features such as finger prints, face images [2] and biological signal behaviour such as ECG [3]. Analysis of ECG signals as a biological tool for individual recognition has become an active research field in the recent years [4], [5]. Validity of using ECG as a biometric tool is supported by the fact that ECG signal belonging to each individual has certain unique features [6] which can be used to distinguish it from other ECG signals. Differences between ECG signals are usually caused by the variability of heart position and orientation relative to the ribs (the ribs being the reference clinically used to place the precordial electrodes on the human body), which are highly variable among different persons. Other differences can be related to body habitus [7] sex, age, length, and weight of the subjects.

The signal classification is usually considered in the light of selection, extraction and classification of extracted features. High recognition rate has been achieved with the approach based on the autocorrelation (AC) in conjunction with discrete cosine transform (DCT) [3]. Proposed method does not require any waveform or fiducialpoint detections but AC and DCT are computationally demanding operations and require long ECG records for each patient or individual to identify them successfully. A method known as Pulse Active Width (PAW) is implemented on ECG for biometric authentication [8]. The results of this approach have indicated that PAW yields equivalent performance in terms of accuracy compared to conventional temporal and amplitude feature extraction methods. Even though, PAW is complicated process which needs powerful digital signal processors to overcome the time delay.

In this paper, a new approach for automatic analysis of single lead electrocardiogram (ECG) for human recognition and individual identification is proposed. This approach depends on on analytic (Amplitude, Time and Width) and modelling (AR) features extracted from the ECG beat. Obtained results indicate high level of accuracy and shorter processing time needed to identify the individuals. Eighteen analytic and modelling features are extracted to identify individuals and k nearest neighbour (knn) classification algorithm applied in order to classify those features and evaluate the proposed approach. ECG feature selection and extraction using AR modelling has recently been used [9] resulting in accurate classification of various arrhythmia and ventricular arrhythmia conditions.

The remainder of this paper is organized as follows. Section II gives a brief description of the techniques used in the pre-processing phase to clean ECG signals of noise and other artefacts. Section III provides a review of QRS detection methods used in this work. Feature selection and extraction methods are discussed in Section IV whilst Section V contains experimental results and discussion of those results. Conclusions are presented in Section VI.

II. PRE-PROCESSING PHASE

Variations in ECG describe the electrical activity of the heart and are related to the electrical flows inside and around the heart. ECG signal provides information about morphology, heart rate and rhythm. Typical ECG beat contains five waves (P, Q, R, S and T). ECG signal is recorded by attaching electrodes to different places on the skin, such as chest, legs, arms and neck [10]. The collected ECG data usually contain noise components of low-frequency caused by driftline wonder and a higher frequency components caused by power line interferences [11]. The presence of noise will corrupt the signal and make the feature extraction and classification process more difficult and less accurate.

A number of research papers have discussed the removal of noise and power line interference from the ECG signals. In [12] a non-linear adaptive method to eliminate power line interference from the ECG signals is presented. The wavelet coefficient threshold based hyper shrinkage function was used in [13] to detrend the raw ECG signals. In [14] a
simplified lattice based adaptive IIR notch filter has been suggested to remove power line interference. Other technique proposed the use of digital FIR filters [15] for the power line noise reduction. [16] suggested a method of noise removal dependent on a non-linear wavelet and wavelet packet and the extended Kalman Filter (EKF) based on a nonlinear dynamic model used for the generation of synthetic ECG signals has also been used to clean ECG signals [17]. Bayesian wavelet shrinkage denoising approach for high resolution ECG (HRECG) filtering has been used in [18]. This approach is depended on three basic steps: the dyadic Wavelet Transform (WT) computation, the shrinkage of the wavelet coefficients using adaptive Bayesian rules, and the reconstruction of the denoised signal through the inverse WT.

In this work, method proposed in [19] has been applied to decrease the effect of driftline wonder and preserve the information about the physiology of an individual’s ECG. The raw ECG signals are first downsampled to the lowest sampling frequency of the ECG signals from the set (1000 Hz in this case) and then filtered through the 6th order Butterworth filter. The output of the Butterworth filter is then passed through power line interferences filter. Another Butterworth filter – 10th order low pass type is used to remove high frequency components and noise. Fig. 1 shows the ECG signal before and after the filtering stage.

III. QRS DETECTION

The QRS complex is the most important feature of the ECG signal. Without the accurate knowledge of the QRS complex location, P and T waves are hard to detect and distinguish from each other. Most of the QRS detection methods depend heavily on filtering stage followed by averaging according to a threshold value [20]. This threshold value is used to distinguish between noise signal and the QRS complex and is usually chosen according to the peak height or peak location of ECG signal [21]. A number of research papers have investigated the problem of accurate QRS complex detection depending on the applications of wavelet filter banks [22] and the modified p-spectrum to detect heart beats in ECG signals [23]. The short-time Fourier transform (STFT) was also employed after ECG filtering stage in order to detect QRS complex [24].

A number of commercial systems have been designed and implemented to perform signal processing tasks such as 12-lead off-line ECG analysis, Holter tape analysis and real-time patient monitoring [25]. All these applications require an accurate detection of QRS complex in the ECG signals.

P and T waves occur before and after the QRS complex respectively. The frequency components of QRS complex range between 10 Hz and 25 Hz. Most of the QRS detection algorithms use a filtering stage followed by the actual detection in order to attenuate unwanted signal components and artefacts. In this work, QRS detection plays an important stage as it is then used to localize the R peaks of ECG stream of beats and main indicator for the window partitioning process.

Following the location of R peaks in the analysed ECG stream, window size estimation is applied in order to extract windows such that each window contains single beat of ECG. Mathematically, the window size is estimated based on the heart rate variability (HRV) of each ECG stream. Fig. 2 shows four different samples from the ECG database. In this work, QRS detection is adapted and used to pinpoint the exact QRS complex position in the ECG stream. Filter bank method employs a bank of linear phase filters to decompose the ECG signal into subbands with uniform frequency bandwidths in order to account for the ECG signal energy distribution in the frequency domain [22]. Fig. 3 shows the R peaks detected from each ECG beat.

![Fig. 1. Raw and filtered ECG signal.](image1)

![Fig. 2. Window extraction of four samples of ECG signals.](image2)

![Fig. 3. Detected QRS complex.](image3)

IV. METHODOLOGY

Biometrics-based human identification is essentially a patient recognition problem which involves pre-processing, feature extraction and classification stages. The electrocardiogram is an emerging biometric modality that has seen about 13 years of development reported in peer-reviewed literature [26] and as such deserves a systematic review and discussion of the associated methods and findings. In particular, the categorization of methodologies in ECG based biometry relies on the feature...
Temporal classification algorithm. Classified subjects of the test database using knn recognition which is determined by the number of correctly proposed method is evaluated based on the subject rate modelling features (AR parameters). The performance of the extracted analytic features (amplitude, time and width) and beat listed in Table I.

In this work, identification has been attempted using extracted analytic features (amplitude, time and width) and modelling features (AR parameters). The performance of the proposed method is evaluated based on the subject rate recognition which is determined by the number of correctly classified subjects of the test database using knn classification algorithm.

Recently, cardiovascular signals have been studied for use in identity recognition problems using electrocardiography [27]–[29]. ECG feature extraction plays a significant role in diagnosing most of the cardiac diseases. One cardiac cycle of an ECG signal consists of the P-QRS-T waves. Feature extraction scheme proposed in this work uses amplitudes, time intervals and AR parameters of the ECG signal for subsequent analysis and identification. For the purpose of comparative study, the system proposed in this work follows the procedure of extracting eighteen features from each ECG beat listed in Table I.

In order to extract analytic features of ECG window or beat, procedure similar to [30] is followed. As the R peak is already detected using QRS detection, Q, S, P and T amplitudes are localized by finding local maxima and minima separately around R position of each window. Fig. 4(a) to Fig. 4(d) show the P, Q, S and T analytic features indicate with “*” along the ECG stream.

Feature selection and extraction is the key stage in the ECG based human identification system. Previously proposed methods [27]–[29] for ECG-based identity recognition use temporal attributes as well as amplitude distances between detected fiducial points. In this work temporal, amplitude and width distances between indicated points have been used. All extracted parameters are normalized by the maximum and minimum two points of P and T waves of each ECG beat. \( P_{min}, P_{max}, T_{min} \) and \( T_{max} \) are used as indication points to provide less variability with respect to heart rate. These points on ECG wave are used to estimate \( P \) and \( T \) width. The time interval between \( P_{min} \) and \( P_{max} \) is the \( P \) wave width. Similar method is used to estimate \( T \) width, the interval between \( T_{min} \) and \( T_{max} \).

### B. Modelling Features

In addition to analytic ECG features described in the previous section, proposed system uses modelling features obtained through the modelling of two or more successive ECG beats. To achieve this, a discrete form of an autoregressive (AR) signal model of order \( p \), \( AR(p) \), is applied [31] to model the measured ECG signal. The estimated coefficients are then added to a feature set used in the final, classification stage of the proposed system.

Using the proposed AR model, a sampled signal sequence \( y(n) \) can be represented by the relationship:

\[
y(n) = a_1 y(n-1) + a_2 y(n-2) + \ldots + a_p y(n-p) + \epsilon(n)
\]

where \( a_k \) \((k = 1, 2, \ldots, p)\) are the model coefficients used in the classification process and the \( \epsilon(n) \) is a white noise series, innovation process with zero mean and variance \( \sigma^2 \).

### TABLE I: EXTRACTED FEATURES FROM ECG PEAK

<table>
<thead>
<tr>
<th>Temporal</th>
<th>PQ</th>
<th>Time interval between P and Q waves.</th>
<th>PS</th>
<th>Time interval between P and S waves.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PR</td>
<td>Time interval between P and R waves.</td>
<td>TS</td>
<td>Time interval between T and S waves.</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>Time interval between T and Q waves.</td>
<td>TR</td>
<td>Time interval between T and R waves.</td>
</tr>
<tr>
<td></td>
<td>PT</td>
<td>Time interval between P and T waves.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Amplitude</th>
<th>P</th>
<th>Amplitude height of P wave.</th>
<th>T</th>
<th>Amplitude height of T wave.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>Amplitude height of S wave.</td>
<td>R</td>
<td>Amplitude height of R wave.</td>
</tr>
<tr>
<td></td>
<td>Q</td>
<td>Amplitude height of Q wave.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Width</th>
<th>Q</th>
<th>Width in time of QRS.</th>
<th>T</th>
<th>Width in time of T wave.</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR</td>
<td>P</td>
<td>Width in time of P wave.</td>
<td>RS</td>
<td>First coefficient of AR model.</td>
</tr>
<tr>
<td>coefficients</td>
<td>a₁</td>
<td>Second coefficient of AR model.</td>
<td>a₂</td>
<td>Third coefficient of AR model.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fig. 4. Analytic points detected.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) P peak detected</td>
</tr>
<tr>
<td>(b) Q peak detected</td>
</tr>
<tr>
<td>(c) S peak detected</td>
</tr>
<tr>
<td>(d) T peak detected</td>
</tr>
</tbody>
</table>

Accurate modelling of two successive beats from ECG signal can be achieved using a 3rd order AR model as described in [9]. Individual section of a pre-processed ECG signal in red and the corresponding AR(3) model in blue are shown in Fig. 5.

### V. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed methods,
experiments are conducted using signals from three sets of publicly available ECG databases: PTB [32], MIT-BIH [33] and Milano [34]. The PTB database is provided by the National Metrology Institute of Germany and contains 549 records from 294 subjects. The MIT-BIH database contains 48 half-hour excerpts of two-channel ambulatory ECG recordings, obtained from 47 subjects studied by the BIH Laboratory between 1975 and 1979. Each record from this database consists of conventional 12 and 3 leads ECG. The duration of the recordings vary for each subject.

A subset of 13 subjects was selected to test proposed method. The selected subjects did not exhibit significant arrhythmias. Some of ECG records present in the database contained significant amount of noise and other artefacts significantly reducing the valid heartbeat information, and were not used in our experiment.

Since the database only contains one record for each subject, records were partitioned into two halves. The first half was then used as a main “training set” and the second half as “test set” for classification trials. The training and test sets should in the final evaluation of the proposed system be an ECG recordings made on different days for the same subject. The feature matrix for classification is formed of 18 extracted parameters, described in the earlier sections and 14 windows or beats for each subject. By applying duration of ECG stream of 8 seconds length with no overlapping, different number of beats are separated into windows where each window has one beat. Several different window lengths tested in this work show approximately the same classification performance as long as full multiple beats are present in the extracted window. Figure 6 shows the scatter plot of extracted parameters including amplitude, time, width and AR coefficients for both parts (main and test) of each ECG subject in the database.

For performance and accuracy estimation of the proposed system, kNN classification algorithm has been applied using “knnclassify” function from classification toolbox in Matlab. This function can be called using syntax: “C=knn(main, test, classes)”, C shows the classification factors that express algorithm performance as in Table II. Main and test sets are different 8 sec time interval of each subject and classes are the number of patients included in this test. Both main and test sets represent the ECG recordings of different days of the same subject. Main, training set includes 18 extracted parameters and 14 windows or beats for 13 subjects, where test set includes another 18 parameters from other 14 windows or beats for the same 13 subjects. The k-nearest neighbour is one of the statistical classification algorithms used for classifying objects based on closest training examples in the feature space. kNN is a type of instance-based learning, or lazy learning where the function is only approximated locally and all computation is deferred until classification. The kNN is amongst the simplest of all machine learning algorithms: an object is classified by a majority vote of its neighbours, with the object being assigned to the class most common amongst its k nearest neighbours. The obtained results presented in Table II show that 100% correct rate is reachable by using all the extracted features. This high accuracy of identification comes from the matching parameters between the main and test sets of extracted features for the 13 subjects used in this experiment. This results in a high percentage of negative productive value when the test comes to use smaller number of parameters to identify individuals for example, just amplitude and AR parameters. Negative productive value indicates the performance of a diagnostic testing procedure. It is defined as the proportion of subjects with a negative test result who are correctly classified.

Table II indicates the correct rate and comparison of experimental results for different sets of parameters used in main and test sets combination. Suggesting width parameters alone to classify 13 patients illustrate very low correct rate (55.56%).

Even though amplitude and AR parameters can reach a
high rate of classification (98.89%) percentage of negative test is high. By using all extracted features (Amplitude, Time, Width and AR model) to identify individual, it is possible to reach 100% accuracy of classified subjects with a reasonable negative test value.

VI. CONCLUSION
A biometric system for automatic analysis of a single lead electrocardiogram (ECG) for human identification is presented in this work. The first stage of this system consists of a band-pass Butterworth filter used to remove noise and other artefacts present in the raw ECG signal. The R peaks of an ECG stream are then localized by filtering a signal through the bank of filters and analysing each filtered signal component individually. The individual heart beats of an ECG record are aligned by the R peak position and truncated by a window size based on the heart rate variability (HRV) of individuals’ ECG. The temporal, amplitude, width and AR parameters are then extracted from each ECG signal and used to identify individual ECGs. An approach of modelling two or more successive ECG beats, using a discrete form of an autoregressive (AR) signal model of order p is applied to extract AR modelling features, AR(p).

A subset of thirteen subjects was selected in this work in order to test proposed system. Extracted parameters for each subject are fitted into knn classification algorithm to classify and eventually identify “test” parts of each signal. 100% identification accuracy for thirteen different ECG recordings has been achieved in this project when each ECG signal is split into “train” and “test” section. This leads to a conclusion that the proposed ECG based biometric system might lead to an accurate identification in some practical applications.
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